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Abstract—Designing control policies from complex specifications has drawn significant attention in recent years. Metric temporal logic (MTL) is a specification formalism for describing a wide range of temporal properties with specific timing constraints. In this paper, we focus on discrete time linear control systems and specifications given as MTL formulas over linear predicates in the states. We present a method based on polyhedral projection to find the set of all initial states from which all trajectories satisfying MTL formulas can be generated. An illustrative example is included.

I. INTRODUCTION

Formal methods were originally developed to provide languages and algorithms to specify and check the correctness of software and digital circuits. In recent years, formal methods have been increasingly used to design and verify control systems. The specifications are usually given as formulae in temporal logics such as Computation Tree Logic (CTL) and Linear Temporal Logic (LTL) [1], which allow for a rich spectrum of time-abstract requirements such as safety, reachability and sequentiality. Controlling a dynamical system from an LTL specification involves the construction of a finite-state abstraction of the system, followed by an automata-based control strategy [2], [3].

Metric temporal logic (MTL) is an extension of LTL, where the temporal operators are augmented with timing constraints [4], which makes it appealing for applications where time limits are important. As opposed to LTL, which has infinite-time semantics, MTL is interpreted over time-bounded signals. As a result, even though automata-based approaches for MTL control exist [5], they are not appropriate since one timed temporal operators are required to be translated into combination of “next” operators, resulting in very large automata [6]. A common approach to control synthesis from time bounded temporal logic specifications is formulating the control problem as a mixed integer linear programming (MILP) problem [7], [8]. In this context, checking whether a trajectory satisfying the specification can be generated from an initial condition requires solving an MILP problem. In many applications, it is important to characterize the set of all such initial conditions. However, computation of feasibility regions and parametric programming of MILPs is computationally expensive and is not an efficient approach.

In this paper, we focus on discrete-time linear systems and specifications given as MTL formulae over linear predicates in the state of the systems. Our goal is to find all the initial states from which control policies satisfying the MTL specifications are guaranteed to exist. By exploiting the time bounds of MTL, we characterize all the trajectories satisfying an MTL formula by polyhedral sets constructed in higher dimensions. We use the Fourier-Motzkin elimination method to project all the polyhedral sets, subject to the dynamical, state and input constraints, into the space of initial states. We also consider the problem of event responsive specifications, where an event triggers the requirement for the satisfaction of a MTL formula. Such specifications are common in engineering applications such as robotics, where online requests demand certain behaviors from the system. In this context, the set of all initial conditions explained earlier is viewed as the feasibility envelope of the MTL specification. We also explain how to optimally choose the controls from the feasibility region.

Feasibility envelopes are important in reachability and invariance analysis of control systems and have been extensively studied in the literature [9], [10], [11]. The problem of finding the set of initial conditions from which trajectories satisfying an LTL specification are generated is solved simultaneously with the control synthesis procedure in automata-based approaches. Environment responsive control strategies are often studied in the context of GR(1) (reactive LTL) formulas [12], where control strategies are synthesized with the consideration of events persistently occurring in the environment. However, since continuous systems are abstracted into finite state systems, the set of all initial conditions is usually under-approximated. In this paper, our solution to the feasibility envelope is complete, in the sense that we find the set of all initial conditions in the original system, hence we do not introduce any conservativeness. Abstracting continuous systems to finite state systems does not introduce conservativeness only if bisimulation quotients are constructed. However, current results on constructing bisimulation quotients rely on finitely many control inputs [13] or sets with no input constraints [2], whereas in this paper we assume that the control inputs are continuous and restricted to polyhedral sets. Furthermore, by using MTL rather than LTL, we consider timing constraints that are important in responding to events in many scenarios with specific deadlines. We also argue that our method is computationally more efficient than recovering the feasibility region of an MILP since many constraints introduced while translating an MTL formula to MILP are redundant.

The remaining of the paper is organized as follows. First, we provide some background on MTL in Sec. [II] Next, we formalize the problem studied in this paper in Sec. [III] We
TABLE I

<table>
<thead>
<tr>
<th>Time (t)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>p₁</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>p₂</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

An illustrative example is presented in Sec. [V].

II. PRELIMINARIES

MTL is defined over a finite set $P$ of time varying atomic propositions. In this paper, we consider all the evolutions in discrete time $t \in \mathbb{N} = \{0, 1, 2, \cdots\}$. Each proposition $p \in P$ at time $t \in \mathbb{N}$ takes a value from the boolean set $\mathcal{B} = \{T, F\}$. A timed word is defined as $\sigma : \mathbb{N} \rightarrow 2^P$, where $\sigma[t] \in 2^P$ is the set of propositions that are true at time $t$. The syntax of MTL formulas is given by:

$$\varphi := T \mid p \mid \neg \varphi \mid \varphi_1 \land \varphi_2 \mid \varphi_1 \mathcal{U} \varphi_2,$$

where $p$ is an atomic proposition, $\neg$ and $\land$ are boolean negation and conjunction operators, respectively, $\varphi_1, \varphi_2$ are MTL formulas and $\mathcal{U}$ is a timed “until” operator, where $I \subset [0, \infty)$ is a time interval. In discrete time setting, the time interval $I$ is in the form of $[a, b]$ where $a, b \in \mathbb{N}$. Additional useful boolean and temporal operators are constructed using the syntax above. The most common are:

- boolean disjunction: $\varphi_1 \lor \varphi_2 := \neg (\neg \varphi_1 \land \neg \varphi_2)$, temporal finally (eventually): $\mathcal{F}_I \varphi := \mathcal{U} I \varphi$ and temporal globally (always): $\mathcal{G}_I \varphi := \neg \mathcal{F}_I \neg \varphi$.

We denote the portion of the word $\sigma$ starting at time $t$ by $\sigma\{t\} := \{\sigma[t], \sigma[t+1], \cdots\}$. Word $\sigma$ satisfies MTL formula $\varphi$, denoted by $\sigma \models \varphi$, if $\sigma\{t\} \models \varphi$. The language of $\varphi$ is the set of all words satisfying $\varphi$. The semantics of MTL is inductively defined as [4]:

$$\begin{align*}
\sigma\{t\} &\models p \iff p \in \sigma[t], \\
\sigma\{t\} &\models \varphi_1 \lor \varphi_2 \iff \sigma\{t\} \models \varphi_1 \lor \sigma\{t\} \models \varphi_2, \\
\sigma\{t\} &\models \varphi_1 \land \varphi_2 \iff \sigma\{t\} \models \varphi_1 \land \sigma\{t\} \models \varphi_2, \\
\sigma\{t\} &\models \varphi_1 \mathcal{U} \varphi_2 \iff \exists t' \in I.s.t. \sigma\{t'\} \models \varphi_2 \land \forall t'' \in [t, t'], \sigma\{t''\} \models \varphi_1, \\
\sigma\{t\} &\models \mathcal{F}_I \varphi \iff \exists t' \in I.s.t. \sigma\{t'\} \models \varphi, \\
\sigma\{t\} &\models \mathcal{G}_I \varphi \iff \forall t' \in I.s.t. \sigma\{t'\} \models \varphi. 
\end{align*}$$

(1)

Since the temporal operators of MTL are bounded, verifying an MTL formula requires the finite length of the word. The horizon of an MTL formula $\varphi$, denoted by $h^\varphi$, is defined as the last time when the values of propositions are relevant. The horizon is recursively computed as [14]:

$$h^\varphi = 0,$$

$$h^{\varphi_1 \land \varphi_2} = h^{\varphi_1} \lor h^{\varphi_2} = \max(h^{\varphi_1}, h^{\varphi_2}),$$

$$h^{\varphi_1 \mathcal{U} \varphi_2} = h^{\varphi_1} + h^{\varphi_2} + b,$$

$$h^{\mathcal{F}_I \varphi} = \max(h^{\varphi}, h^{\varphi_2}).$$

(2)

Example 1: Let $P$ consist of two propositions $p_1$ and $p_2$, where their time varying boolean values are given as Table I. Consider MTL formulas $\varphi_1 = \mathcal{G}_{[0,1]} p_1 \land \mathcal{F}_{[0,5]} p_2$ and $\varphi_2 = \mathcal{G}_{[0,4]} p_1 \lor \mathcal{F}_{[0,3]} p_2$. We have $h^{\varphi_1} = 5$ and $h^{\varphi_2} = 4$.

By applying MTL semantics from [1], it is straightforward to verify that $\sigma \models \varphi_1$ but $\sigma \not\models \varphi_2$.

III. PROBLEM FORMULATION AND APPROACH

We consider discrete time linear systems in the form of:

$$x[t+1] = Ax[t] + Bu[t],$$

(3)

where $x \in \mathcal{X}$ is the state restricted to $\mathcal{X} \subset \mathbb{R}^n$, $u \in \mathcal{U}$ is the control restricted to $\mathcal{U} \subset \mathbb{R}^m$ and $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$ are system matrices. We assume that $\mathcal{X}$ and $\mathcal{U}$ are polyhedral sets.

We consider specifications described using MTL where each of its atomic propositions is over a set of linear constraints on the state in the form of:

$$p := (C_p x \leq c_p),$$

(4)

where $C_p \in \mathbb{R}^d_{p \times n}$, $c_p \in \mathbb{R}^d_{p}$ and $d_p$ is the number of linear constraints in proposition $p$. The inequality is interpreted element-wise. We may also incorporate atomic propositions over controls by augmenting the state with control inputs. We assume that the specification formula does not contain negation. This assumption is not restrictive and any MTL formula can be written in negation normal form by recursively eliminating the negation operator until all negations precede the propositions [15], where $\neg p$, $p$ in the form of [4], can be rewritten as:

$$\neg p = \bigvee_{i=1}^{d_p} (-C_{p,i}^T x \leq -c_{p,i}),$$

where $C_{p,i}$ is the $i$’th row of $C_p$.

In this paper, we wish to find the set of all initial conditions from which trajectories satisfying the MTL specification can be generated. A trajectory of the system is defined as:

$$\xi := x[0], x[1], x[2], \cdots$$

(5)

The word obtained from $\xi$ and the set of propositions $P$ is denoted by $\sigma_\xi$. Trajectory $\xi$ satisfies the MTL specification $\varphi$ if $\sigma_\xi \models \varphi$.

Problem 1: Given system (3) and an MTL formula $\varphi$ over atomic propositions in the form of (4), find the largest set of initial conditions, or feasibility envelope, $\mathcal{X}_0^\varphi \subseteq \mathcal{X}$ such that:

$$x_0 \in \mathcal{X}_0^\varphi \iff \exists u[0], u[1], u[2], \cdots s.t. \sigma_\xi \models \varphi, \quad x[0] = x_0, x[,] \in \mathcal{X}, u[,] \in \mathcal{U}.$$  

(6)

Note that we are seeking a complete solution to the problem above, in the sense that if $x_0 \not\in \mathcal{X}_0^\varphi$, then there is no sequence of control actions that can generate a trajectory satisfying $\varphi$.

We also study event-responsive specifications, which has applications in engineering. An event is viewed as an environment request. For simplicity, we assume that an event happens only once but at an unknown time. We consider specifications of the following form:

$$e \rightarrow \varphi_e,$$

(7)

where $\varphi_e$ is a MTL specification which is required to be satisfied if event $e$ occurs. We also set up the problem such
that the occurrence of \( e \) resets the time to \( t = 0 \). The problem of interest is finding a set in the state space where if event \( e \) happens, there exists a control sequence producing a trajectory satisfying \( \varphi_e \). This set is equivalent to \( X_0^{\varphi_e} \). Since the event \( e \) may happen at any time, the state of the system has to be always in the set \( X_0^{\varphi_e} \) prior to the event. Therefore, \( X_0^{\varphi_e} \) can also be interpreted as the safety envelope of the system.

We further explain the event-responsive problem with the following car driving example known as yellow light dilemma, which has been extensively studied in the literature [16].

**Example 2:** When drivers face yellow light before reaching an intersection, the choice of speeding up or down is often troublesome. The specification, in the form of (7), is described using MTL:

\[
\text{yellow} \rightarrow \mathcal{F}_{[0,T]} ((s \leq 0) \land (v = 0)) \lor (x \geq L),
\]

where \( s \) and \( v \) are the vehicle’s position and velocity, \( L \) is the length of the intersection, as illustrated in Fig. 1 and \( T \) is the duration of yellow light. The specification requires that the car either fully stops behind the traffic light or clears the intersection before the traffic light turns red.

Finding the feasibility envelope is also useful for characterization of optimal trajectories given various cost functions. For example, by finding the feasibility envelope in the yellow light dilemma problem, we are able to characterize strategies for safely driving through intersections in minimum time. Based on the polyhedral sets found to the solution to Problem 1, we also explain how to find optimal controls subject to a cost function.

**IV. Solution**

In this section, we provide the solution to the Problem 1. First, we show how to convert an MTL specification into a finite set of polyhedra. Next, we explain the projection procedure. We also briefly discuss how to choose optimal controls and highlight the computational limitations of our approach.

**A. MTL Polyhedral Representation**

Since the MTL specifications are time bounded, satisfaction of an MTL formula depends on a finite length of the trajectory characterized by the horizon of the formula. In other words, given \( \{x[0], x[1], \ldots, x[h^\varphi]\} \), the satisfaction of \( \varphi \) is verifiable. We define the vector:

\[
\xi^{h^\varphi} := (x[0]^T, x[1]^T, \ldots, x[h^\varphi]^T)^T,
\]

which lies in \( n(h^\varphi + 1) \) dimensional space \( \prod_{t=0}^{h^\varphi} \mathcal{X} \).

**Definition 1:** A P-collection is a set that can be described by an union of finite number of polyhedral sets.

We define the set \( \mathcal{L}(\varphi) \subset \prod_{t=0}^{h^\varphi} \mathcal{X} \) as the set of all \( \xi^{h^\varphi} \) that satisfy \( \varphi \), which is shown to be a P-collection. \( \mathcal{L}(\varphi) \) can also be viewed as the P-collection representing the language of \( \varphi \). We explain how to characterize \( \mathcal{L}(\varphi) \).

First, given a set of propositions \( P \) and an MTL formula \( \varphi \), a boolean logic formula over the values of \( P \) over a horizon of \( \varphi \) is obtained by translating the temporal operators into boolean operators. We denote the boolean logic version of \( \varphi \) by \( \tilde{\varphi} \). The translation is recursively executed as:

\[
\begin{align*}
\sigma\{t\} &= G_{[a,b]}\varphi \quad \Rightarrow \bigwedge_{\tau=a}^{b} \sigma\{t+\tau\} \models \varphi, \\
\sigma\{t\} &= F_{[a,b]}\varphi \quad \Rightarrow \bigvee_{\tau=a}^{b} \sigma\{t+\tau\} \models \varphi, \\
\sigma\{t\} &= \varphi_1 U_{[a,b]}\varphi_2 \quad \Rightarrow \bigvee_{\tau=a}^{b} \left( \sigma\{t+\tau\} \models \varphi_2 \land \bigwedge_{\tau=a}^{\tau} \sigma\{t+\tau'\} \models \varphi_1 \right). 
\end{align*}
\]

(9)

**Example 3** (Example 7 revisited): We apply the process in (9) to specifications \( \varphi_1 \) and \( \varphi_2 \), where we obtain \( \tilde{\varphi}_1 = (p_1[1] \land p_1[2] \land p_1[3]) \land (p_2[0] \lor p_2[1] \lor p_2[3] \lor p_2[4] \lor p_2[5]), \) and \( \tilde{\varphi}_2 = (p_1[0] \land p_1[2] \land p_1[3] \land p_1[4]) \lor (p_2[0] \lor p_2[1] \lor p_2[3] \lor p_2[5]). \)

Next, we transform the formula \( \tilde{\varphi} \) into its disjunction normal form (DNF) such that:

\[
\tilde{\varphi} = \bigvee_{i=1}^{n_\varphi} \tilde{\varphi}_i,
\]

where each \( \varphi_i \) is a conjunctive formula, i.e. consisting of conjunctions between propositions and \( n_\varphi \) is the number of conjunctive formulas. Each proposition represents a polyhedron in \( \mathcal{X} \) and the conjunction of several propositions represents the polyhedron resulting from their intersection that lies in \( \prod_{t=0}^{h^\varphi} \mathcal{X} \). We denote the polyhedron corresponding to \( \varphi_i \) by \( \mathcal{H}_i \), which its \( H \)-representation is:

\[
\mathcal{H}_i = \left\{ H_i \xi^{h^\varphi} \leq h_i \right\}.
\]

Finally, \( \mathcal{L}(\varphi) \) is the set obtained by:

\[
\mathcal{L}(\varphi) = \bigcup_{i=1}^{n_\varphi} \mathcal{H}_i,
\]

(11)

which it is a P-collection in \( \prod_{t=0}^{h^\varphi} \mathcal{X} \).
B. Polyhedral Projection

We recall the definition of the set $X_0^0$ as:

$$X_0^0 = \{ x_0 \in X | \exists u[0], u[1], \ldots, \text{ s.t. } \sigma_{x} \models \varphi \},$$

where $\xi = x[0], x[1], \ldots, x[0] = x_0$. Checking $\sigma_{x} \models \varphi$ only requires $\xi^{h_{x}}$. Therefore, the relevant control sequence is $u[0], u[1], \ldots, u[h_{x} - 1]$. We define the vector:

$$\xi^{h_{x}} := (u[0]^T, u[1]^T, \ldots, u[h_{x} - 1]^T)^T,$$

which lies in $\prod_{i=0}^{h_x-1} \mathcal{U}$. The finite horizon evolution of the system is given by $\xi^{h_{x}} = X_{0}^0 + B_{\xi}^{h_{x}}$, where

$$A_{\xi} = \begin{pmatrix} I & A^{0} & A^{1} & \cdots & A^{h_{x}} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ A^{h_{x}} & A^{h_{x} - 1} & A^{h_{x} - 2} & \cdots & B \end{pmatrix}, B_{\xi} = \begin{pmatrix} 0 & 0 & \cdots & 0 \\ B & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A^{h_{x}} & A^{h_{x} - 1} & A^{h_{x} - 2} & \cdots & B \end{pmatrix}.$$

Using the terminologies introduced in this section, we rewrite $X_0^0$ as:

$$X_0^0 = \{ x_0 \in X | \exists \xi^{h_{x}} \text{ s.t. } \xi^{h_{x}} \in \mathcal{L}(\varphi) \}.$$

Proposition 1: The set $X_0^0$ is given by the following union:

$$X_0^0 = \bigcup_{i=1}^{n_{\varphi}} \{ x_0 \in X | \exists \xi^{h_{x}} \text{ s.t. } \xi^{h_{x}} \in \mathcal{H}_{i} \} .$$

Proof: 1) $\xi^{h_{x}} \in \mathcal{H}_{i}(\varphi) \Rightarrow \exists i \in \{1, n_{\varphi}\} \xi^{h_{x}} \in \mathcal{H}_{i}$; trivial. 2) $\xi^{h_{x}} \in \mathcal{L}(\varphi) \Rightarrow \exists i \in \{1, n_{\varphi}\} \xi^{h_{x}} \in \mathcal{H}_{i}$. Since $\xi^{h_{x}}$ satisfies $\varphi$, at least one of the conjunctive formulas in $[10]$ must be satisfied.

Remark 1: The proposition above does not necessarily hold in the presence of disturbances in system [3]. For systems involving disturbances, Problem [1] is reformulated as finding the set of initial conditions that for all allowable disturbances, a control strategy for satisfying the MTL specification exists. Accounting for all allowable disturbances requires computing the Pontryagin difference for a $P$-collection, which is computationally very expensive [17] and is the main bottleneck in extending this work to systems with disturbances.

Next, we find the projection of each polyhedron in $[12]$ into $X$:

$$X_0^0 = \{ x_0 \in X | \exists \xi^{h_{x}} \text{ s.t. } \xi^{h_{x}} \in \mathcal{H}_{i} \} = \bigcup_{i=1}^{n_{\varphi}} \text{proj}_{X}(\bigcup_{t=1}^{h_{x}} H_{\xi^{h_{x}}} \leq h_{i}, \xi^{h_{x}} = A_{\xi} x_0 + B_{\xi}^{h_{x}}, \xi^{h_{x}} \in \prod_{t=0}^{h_{x}} X, \xi^{h_{x}} \in \prod_{t=0}^{h_{x}} U ),$$

where $\text{proj}_{X}$ stands for projection into $X$. Since $X$ and $\mathcal{U}$ are polyhedral sets (their $H$-representations are not shown here), the projection operation can be carried out using the Fourier-Motzkin elimination method [18]. The variables that are required to be eliminated are the entries in $\xi^{h_{x}}$, which there are total $mh_{x}$ number of them. By the taking the union as in [12], we arrive in $X_0^0$, which is a P-collection inside $X$.

C. Optimal Control

In this section, we discuss how to find the optimal control sequence that if applied starting at $x_0 \in X_0^0$, the generated trajectory satisfies $\varphi$. Given a cost function over the finite horizon evolution of the system in the form of:

$$J : \prod_{t=0}^{h_{x}} X \times \prod_{t=0}^{h_{x} - 1} U \rightarrow \mathbb{R},$$

we can find the optimal controls by solving the following set of linear programs:

$$\mathcal{C}^{h_{x}} = \arg\min_{\varepsilon \in \{1, n_{\varphi}\}} J(\xi^{h_{x}}, \xi^{h_{x}}) \text{ s.t. } \xi^{h_{x}} \in \mathcal{H}_{i}, \xi^{h_{x}} \in \mathcal{H}_{i}, \xi^{h_{x}} \in \prod_{t=0}^{h_{x} - 1} U,$$

where a total number of $n_{\varphi}$ linear programs (LP) is solved. Note that by the virtue of Proposition [1] at least one of the LPs solved is feasible thus existence of a solution is guaranteed. Our method for optimal control is slightly different from the method in [8], where the optimization problem is formulated as an MILP. While MILPs are more efficient by using branch and bound method to search over LPs for finding the optimal solution, our method enumerates all the LP solutions of the conjunctive formulas obtained from the DNF in [10]. In some cases, which are fairly common in applications, the time required to do the latter is significantly smaller. In general, finding the optimal controls using the DNF approach is more appropriate when the number of conjunctive forms is smaller than the linear constraints within the conjunctive formulas. This issue is illustrated in the following hypothetical example:

Example 4: Consider the specification $\check{\varphi} = \check{\varphi}_1 \lor \check{\varphi}_2$, where $\check{\varphi}_1$ and $\check{\varphi}_2$ are conjunctive formulas each consisting of a proposition over 100 linear constraints. The optimal control problem for this specification can be approached by solving 2 LPs. However, using the MILP approach, one has to define 200 integer variables, leading the branch and bound algorithm to search over a tree of depth 200 consisting of $2^{200}$ LPs. Even in the best case, about 200 distinct LPs are required to be solved.

D. Complexity

There are two possible exponential growths in the complexity of the methods presented: 1) transformation of $\check{\varphi}$ into its DNF and 2) the Fourier-Motzkin elimination procedure. The total number of conjunctive formulas, $n_{\varphi}$, depends on the complexity of the formula $\varphi$. In general, $n_{\varphi}$ grows exponentially with respect to the number of operators in the formula and also exponentially with respect to the length of the intervals of the temporal operators. There are $|P|(h_{x} + 1)$ number of propositions in $\check{\varphi}$. Therefore, in the worst case, the number of conjunctive formulas is $2^{|P|(h_{x} + 1)}$.

The Fourier-Motzkin elimination procedure introduces additional constraints that, in the worst case, grow double exponentially with respect to number of variables that are eliminated. However, much of the constraints are redundant.
It is shown that the number of non-redundant constraints grows by single exponential [19]. Therefore, in the worst case, the number of constraints of a projected polyhedron is of the following order
\[ O((|P|n(h+1)^{m+h+1})^{2|h+1|}). \]

V. ILLUSTRATIVE EXAMPLE

We revisit the example explained in Sec. [III]. We aim to find the feasibility envelope of a car passing an intersection (as shown in Fig. [I]). We consider the following double integrator model for the car:
\[
\begin{pmatrix}
    s[t+1] \\
    v[t+1]
\end{pmatrix} = \begin{pmatrix}
    1 & 1 \\
    0 & 1
\end{pmatrix} \begin{pmatrix}
    s[t] \\
    v[t]
\end{pmatrix} + \begin{pmatrix}
    0 \\
    1
\end{pmatrix} u[t],
\]
where state is \( x = (s, v)^T \). The state space is given by \( X = \{0 \leq v \leq 2\} \) and the acceleration input \( u \) is bounded to \( U = \{-0.3 \leq u \leq 0.2\} \). We recall the MTL specification:
\[
\text{yellow} \rightarrow \mathcal{F}_{[0, T]} ((x \leq 0) \land (v = 0)) \lor (x \geq 10).
\]
We construct \( \mathcal{R}^x \) in \( 2(T+1) \) dimensional space, as explained in Sec. [IV] and use Fourier-Motzkin elimination method to find \( \mathcal{X}_0^x \) in 2-dimensional space. The feasibility envelope for different values of \( T \) is shown in Fig. [2]. For instance, for \( T = 8 \) it is observed that the feasibility envelope has two cavities. The physical interpretation of the lower cavity is straightforward but it is more subtle for the upper cavity, which explains that cars require to start to speed down within a certain distance from the intersection. On the other hand, if the light is still not turned yellow, cars can increase speed before reaching the intersection. This practice is not considered and recommended for human drivers [16], but is potentially applicable to autonomous driving.

For comparison, we have simulated two trajectories for the case \( T = 8 \). The first is a car driving with constant velocity \( v = 1.9 \) and the second is a car driving within the feasibility envelope but uses a one-step look ahead strategy to maximize its speed. The results are shown in Fig. [3]. It is observed that the the state of the first car evolves out of the feasibility envelope at a time point. Therefore, if the light is turned yellow, the car is not able to stop before the traffic light or clear the intersection. However, the second car, although driving faster in average, is guaranteed to be able to properly respond to the yellow light.

VI. CONCLUSION AND FUTURE WORK

In this paper, we characterized the feasibility envelopes for linear systems subject to specifications described by metric temporal logic. The key technical contribution of this work is a providing a method to translate the MTL constraints to polyhedral sets constructed in higher dimensions, which are then projected into the space of initial states subject to the system constraints.

Our future works involves extending the current method to MTL specifications with infinite time semantics. We plan to study a fragment of MTL that describes safety specifications. Using set-invariance methods [11], we will provide guarantees on infinite time evolution of the system. Second, we will find control invariant sets in the feasibility envelope such that the system is able to be restricted to the feasibility envelope, prior to an event in environment, for all times.
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Fig. 3. Case Study: Two sample trajectories: (red) car driving at constant velocity \( v = 1.9 \) does not consider the feasibility envelope and is not guaranteed to be able to react properly to the yellow light. (car) car driving inside the feasibility envelope with maximum speed. The car slows down before reaching the intersection \((x = -8)\) but, in case of not encountering yellow light, starts to speed up at \(x = 6\).


